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ABSTRACT

Von Bertalanffy stated that, at a certain threshold of complexity—namely when numerous forces are simultaneously interacting—systems’ dynamics belong to a class other than causal mechanism, whether linear or circular. My objective here is to develop Von Bertalanffy’s point and to sort out a class of systems, the multilevel web, in which various forces or subsystems interact simultaneously within and across levels. Webs thus exhibit dynamical evolution through the cooperation and co-evolution of processes. I focus on two instances of multilevel web(the human mind, and small groups of people(and show that cognitive webs demonstrate creative self-organization, as well as plural self-reference and free-will. 

I argue that, in multilevel webs, the variety and the complexity of forces interacting simultaneously instantiate inter-influences between connected elements/processes, so complex that they render causality irrelevant as a formalism. Webs’ inter-influences are fundamentally non deterministic, and they reach beyond causal mechanisms. However, simpler mechanisms such as linear cause-effects and circular causality may exist as component processes, enmeshed in the ensemble of interactions of the more complex system. 

In the first and second sections I present cognitive and social webs and sort out their properties. In the third section I analyze the genealogy of both the principle of reason and the principle of causality. Then I discuss causality in modern science. The fourth section argues that multilevel webs render a formalization by causality irrelevant. The fifth section presents the concept of plural self-reference as linked to free-will. 

INTRODUCTION

In this paper, I’d like to build on the seminal insight of Von Bertalanffy (1967): that, at a certain threshold of complexity—namely when numerous forces are simultaneously interacting—systems’ dynamics belong to a class other than causal mechanism, whether linear or circular. In substance, he states (not the exact wording): 

While the prototype of classical physical processes addresses linear causality (cause A being followed by effect B), the cybernetic model introduces, through a retroactive loop, circular causality. This allows for the system’s self-regulation, homeostasis, etc. To the contrary, the systemic model points to dynamic interactions between numerous variables.

Thus, according to Von Bertalanffy (1967, 1968), the systemic formalization of “dynamic interactions” should ground systems’ properties such as growth, differentiation, self-organization, and creation of order.

Scientists from diverse branches of systems science, as well as from the domain of complex dynamical systems (chaos theory), have been unraveling a range of systemic interactions and processes—such as feedback, cybernetic loops, self-organization, etc. Nevertheless, it seems that an underlying assumption about these interactions—a relic of the mechanistic paradigm—still pervades, if not scientific terminology, at least scientific thought. Here I am referring to causality.

Causal relations, in my view, are but a specific type of relations observed and formalized between elements of a system or between objects. Often, causality is blindly and forcefully brought to the foreground, as if it were the only possible relation between elements of a system. However, the fact is, it has been selected and extracted by an observer out of a much more complex web of interactions. As Bunnell (1999a) underscores, “I think circularities are an abstraction, from a complex network of intersected systems, of a sub-set of connections that have a presence for the observer so that he or she has become aware of them.”

Let’s take, as just one example, the classical problem of mind-brain interaction. Typically, it has been addressed in terms of “one to one correspondences” between neuronal events and mental events, with scientists debating whether the interactions are bottom/up (emergent interactionism) or top/down (dualism). In this dispute, most proponents, perfectly blind to their paradigmatic assumptions (Kuhn, 1970,) would matter-of-factly assume these interactions to be causal, without considering that there might be an issue there. Thus, while causality is hardly discussed in modern science (or even mentioned, for that matter), nevertheless it still pervades scientific modes of thinking.

My objective is twofold. First, building on Von Bertalanffy’s point, I formalize a specific type of system I call a multilevel web, which instantiates inter-influences between forces and sub-systems interacting in a connective and dynamical fashion. I will thus analyze two complex systems of the web-type(a cognitive web-system (the human mind), and social webs (small groups of people)(sorting out their properties and the type of relations or interactions they embed. Inter-influence is a particular type of relation between factors, events or (sub)systems. It is nondeterministic without being random, and it does not exhibit strict causality, while nevertheless showing an influence on the future state of the system. Inter-influences are pervasive in complex systems of the web type. They are to be found whenever there is an interaction of a great (and indefinite) number of forces that not only have a simultaneous influence, but are themselves modified by the web of interactions they are part of. Inter-influences are one of the ways self-organization takes place in a complex system. 

Second, I address causality in science and philosophy, presenting a brief genealogy of the concept in philosophy, current scientists’ and philosophers’ position on this issue, and some exceptional causality frameworks, such as retrocausality in quantum physics. I make a case that we need to address complexity through a creative, non-deterministic framework(that is, through a formalization that implies neither pure randomness nor determinism. Rather, this framework must formalize influential (albeit not causal) interrelations, the ongoing modification of the system, and the (non-deterministic) creation of novel states and organization, up through internally triggered global reorganizations. 

I argue that, when we want to formalize the functioning of complex web-systems, such as multilevel webs, causality (taken in the strict sense of efficient cause and deterministic outcome) is totally irrelevant. But not only that, it blinds us to the intricacies of complex systems of interactions, and to the existence of non-deterministic processes. Thus, while local cause-effect mechanisms may exist as component processes, enmeshed in the more complex ensemble of interactions, they are neither the sole, nor the predominant, type of relations between forces in a web-system. Inter-influences, on the other hand, are omnipresent. 

1. MULTILEVEL COGNITIVE WEBS
I have proposed a cognitive theory (Semantic Fields Theory, Hardy 1998) in which cognition involves the creation of dynamical networks of elements/processes extending transversally through different levels of the mind-body-psyche system. These networks, which I call semantic constellations (SeCos), are created through the interplay of experiential uniqueness, cultural influences and genetic constraints. Depending on the person and the task involved, the SeCo can thus range from a highly personal and idiosyncratic organization (artistic skill, specific feelings, etc.), to one that is partly constrained by social consensus (driving, playing tennis, etc.). 

The human cognitive system is thus a multilevel web of interactions within the whole mind-body-psyche system (MBP-system). This view concurs with Karl Pribram’s (1997) observation that “The mind-brain connection is composed of intimate reciprocal self-organizing procedures at every level of neural organization. High-level psychological processes such as those involved in cognition are therefore the result of cascades of biopsychological bootstrapping operations.”

Multilevel web 

A first feature of the Seco is that it is organized as a multilevel network. Each SeCo-network links together processes that may range from high-level abstract ones to low-level neuronal ones. Thus the SeCo is a multilevel web of interacting sub-networks. The SeCos’ cognitive architecture recasts the mind-body relation as a transversal network-integration of mental and brain processes(more precisely a transversal connective dynamic that allows a task-oriented cooperation of processes between sub-networks belonging to all levels of the MBP-system. 

It would seem that the higher the level, the greater the organizational flexibility, lability, and idiosyncratic aspects of that sub-network, and inversely, the lower the level, the greater the constraints on organization. But, while this is globally true, it has to be balanced by new research pointing to quantum brain processes (Penrose, 1989; Hameroff & Penrose, 1996), as well as evidence for the existence of chaos in the brain (Abraham,1993; Wilson & McNaughton, 1994), and in the heart (Sabelli et al, 1995). Both support the idea of low-level, emergent self-organization processes. In this sense, we have to conceive that neuronal space is not a flat low-dimensional space, but rather a nested, fractal, and multidimensional space. I thus propose that a great number of SeCos may use, in diverse, idiosyncratic ways, the same neuronal space (an assembly or meta-assembly of neurons) which embeds specific cognitive functions. 

If we take the ‘hearing’ function as an example, listening to classical music will not evoke the same neuronal sub-network as hearing the news on the radio, or listening to footsteps in order to decipher who is coming. Hence, a different organizational sub-network is created for each specific hearing task, activating specific nodes (processes) and weighted links in neuronal space, and being in-formed by a different attractor (Hardy, 1998). This sub-network’s organization is influenced by the way it is tied (and dedicated) to a whole multilevel SeCo that instantiates a specific function and goal in social space and expresses the intelligence and sensitivity of the individual mind.

Multilevel cooperation 

In SeCos, multiple sub-systems function in a cooperative manner. They act as an integrated whole, able to perform simultaneous processes in perfect sync. This means we have dynamical network-systems inter-influencing and co-evolving with one another. 

The challenging issue, here, is that each of these sub-systems, on close analysis, exhibits in itself a multilevel network of processes. Let us imagine a musician who has developed over the years a giant “Music SeCo,” that comprises all she knows about music (both declarative and procedural knowledge). The sub-system “reading a partition” will extend from the abstract semiotic level (understanding a sign), to imagining auditory sensations, to feelings, to memories (of the musical piece), etc. It is furthermore rooted in motor, physiological, and neuronal levels through a dense, complex, distributed and rhizomatic network. Take another sub-system such as “plucking the cords,” and it will manifest a similar multilevel complexity. Thus, each sub-network’s processes are influenced by the processes happening in real-time in the sub-networks to which it is linked. 

Some may wonder how widely different sub-networks belonging to different levels of the MBP-system are able to interact. The process invoked here is a connective dynamics blending the two types of self-organization found in neural nets and in complex dynamical systems. First, in pattern-recognition studies, neural nets are able to self-organize their internal hidden units in order to achieve a configuration that codes for any pattern given to it as an input. What is puzzling is that the internal processes in the net are of a totally different order than whatever pattern is given to it as a target(whether a logical relator (e.g. OR), or a drawing. Second, in chaos theory, a system will self-organize through the pull of an attractor, i.e., a dynamical pattern that constrains its behavior. Some scientists argue that the configurations a neural net memorizes are acting as a set of attractors. Varela, in his 1999 article, also relies on dynamics from chaos theory to base the interrelation and coupling between widely different cognitive and brain systems. 

Some scientists assume a hierarchical pyramid of systems—each one working on a specific organizational level—sending its output (the result of its processing) onto the next level, either in a top/down or bottom/up fashion (Goertzel, 1994). However, we see here that, as each SeCo’s sub-system includes a different set of linked organizational levels and processes, the mode of interaction between them cannot be simply hierarchical. It can no more be based on the concept of an internal symbolic and rule-bound (AI-type) processing triggered by an input, and producing an output. Here I rejoin Maturana and Varela’s critique of the exaggerated and inadequate use of information theory and AI systems to describe the living and the mind’s dynamics. I reject such computational (and deterministic) description, in Semantic Fields Theory, because no sub-network performs an internal process without being challenged by its neighbors. Thus, in cognitive sub-networks, it is preposterous to try deciding which process is driving which, as they all influence each other. In the musician example, a different feeling or mindset on one occasion will modify the touch on the cords, but so will neuro-motor exercises prior to the performance (albeit in a different way). More refined gestures, in turn, will evoke finer sounds and subtler sensations. Similarly, musicians, while playing as a group, will affect the state of consciousness of the audience, but are themselves influenced by the mood and real-time responsiveness of that audience. 

Of course, it would be simple to draw a circular-dynamic schema to describe such situations. However, I believe that in doing so we would be missing the most interesting facets of complexity, because we would tend to select forces by pairs (whenever we see they may feed into each other), and exclude those that do not fit in the circle. This would amount to sorting out only a set of forces among all those interwoven in the web. Furthermore, the description by circular causality does not show how the interacting forces combine to create an ongoing, evolving event, instantiating emergent self-organization—that is, a musical performance that is a unique co-creation between musicians, audience, and context.

It would be even more of a loss if we were to formalize interactions between two cognitive systems (e.g. musicians/audience) in an interdependence framework—perfunctorily posing a set of two forces as function of each other in a deterministic way. While it is certainly easy, and seems to help us compute the forces (insofar as just two forces are considered), this strategy is bound to miss the global dynamics at work in a complex system—namely, the fact that each cognitive system (e.g. the performing group) is itself a group of multilevel cognitive systems (the musi-cians), each one of them being a meta-system of multilevel cognitive networks (the SeCos), etc.

Emergent self-organization 

A second feature of the SeCo-as-dynamical-network is its self-organization. A SeCo is created by the inter-influence of processes, and their co-evolution around a core concept. This dynamic evolution of the SeCo actually instantiates a learning process—the growth of knowledge and expertise, or the refinement of specific skills or capacities. The refining or transforming process may never quite end. Indeed, a healthy psyche is characterized by SeCos that remain labile, producing emergent self-organization over time (as in the case of a musician who remains highly creative and innovative over the years). 

Regarding cognitive dynamics, Varela (Varela 1999, Varela & Shear 1999) refers both to “mutual constraints” (or “co-dependence”), and “reciprocal influences.” This is a crucial topic I would like to consider in some length. Certainly one aspect of SeCo dynamics lends itself well to Varela’s concept of “mutual constraints.” Some sub-systems—mainly neuronal and biological ones—are submitted to strong constraints (e.g. genetic determinism) on their organization and on their coupled interactions. However, at the semantic level—whether in terms of feelings, personal relations, or the conceptual framework—constraints on the organization of SeCos’ sub-networks are far more diffuse and/or complex (this is why I prefer the term ‘organizing factors’). Furthermore, these organizing factors are not intrinsic, but mostly historical—reflecting strong cultural influences, personal traits, habits, or traumas. It is true that many of our behaviors, exchanges, ideas, thoughts and beliefs, are strongly affected by our past and by the ambient culture. But, personally, as far as social and mental systems are concerned, I see no point in stressing such constraints (and structural determinism for that matter). This way of looking at things can only reinforce or even create the constraints bearing on us. I believe it is more productive to emphasize our capacities for change. It seems obvious that groups are able to voluntarily change their organization, on the basis of a chosen strategy. Organizations, for example, often must go through major changes in order to adapt to new economic or political conditions, such as globalization. As for our own mind and psyche, I imagine most of us have had at least one experience of transforming insight—insights of such magnitude or significance that they opened new paths in our work, or even changed our worldview or lifestyle. 

A cognitive system, in Semantic Fields Theory, means the organization of the whole mind-body-psyche system. Properties and constraints belonging to somatic and neuronal sub-systems need not constrain semantic sub-systems. There is no systematic co-dependence, as even the failures of one sub-system do not necessarily impair the connected processes. For example, writing a poem on paper means connecting thinking/feeling with motor actions of the hand. However, if my writing hand becomes impaired, I may learn to use the other hand to write, or type with just one finger, instead of writing. The SeCo can quickly adapt to the new situation and find an alternative to the impaired sub-network. In other words, SeCos are not a priori dependent on the functioning of sub-networks, nor, for that matter, on any other SeCo. The modification or impairment of one sub-network will however influence the whole SeCo, in the sense that it will activate self-organizing processes —such as building up an alternative solution or creating a new configuration. 

As I have underlined earlier, deterministic relations—such as mutual constraints (or co-dependence), causality (strict and circular), and necessary conditions—are specific types of relations between processes. In multilevel webs, such local relations should be viewed as specific links acting as component-processes. According to Semantic Fields Theory, the basic dynamic of the mind is a connective dynamic, instantiating spontaneous linkages between elements/processes within SeCos or between SeCos. In these dynamical networks, therefore, the more pervasive interactive process is that of inter-influences, which Varela calls “reciprocal influences.” In the mind-body-psyche system, whatever constraints exist are balanced by emergent self-organization—a definite orientation toward freedom, specifically when intention, need, goal or desire are among the forces at play. 

Teleological processes : goals and intentions

Teleological processes become one set of influential factors in multilevel cognitive webs due to the fact that all healthy mental processes instantiate a need for understanding (the attribution of meaning) and a need for coherence, that together tend to pull the SeCo toward its integration within the whole cognitive system. The drives toward understanding or coherence need not be fulfilled (they rarely do, in real life), but they do constitute integrative forces in the psyche. Indeed, they may largely contribute to our sense of self, as a quasi-coherent entity. Of course, there are always clashing, incoherent, chaotic, mysterious, or mind-boggling events and processes in our psyche. But this is precisely what affords the chaos and disorder necessary for exploration, creativity, and the sheer evolution of our being. 

Conative processes are not necessarily present in all SeCos, but intentions and anticipations seem quite pervasive. Even quasi-automatic motor actions are preceded by a kind of rehearsal imagery that displays the act to be done. In everyday life, we constantly refer to the immediate future (e.g. “I will call you later,” “let’s take care of that first,” “I have to go get such and such”). Rosen linked anticipatory behavior with the working of final causes. Says Mikulecky (1999), “What is important…is to notice the way causes become mixed in a complex system.” Brain scientists have highlighted neural processes linked to anticipatory and intentional behaviors (Pribram, 1991; Freeman, 1995). 

In a specific SeCo, integrative and conative processes act as predominant organizational forces in the configuration and transformation of the SeCo. It is worth noting here that emergent self-organization need not be a purely ‘natural’, low-level and nonconscious process (and even less a quasi-deterministic outcome of interacting forces). Indeed, in the mind-body-psyche system, where multilevel processes interact and inter-influence, the presence of conative processes (intention, decision, goal) changes the dynamics of the whole web-SeCo, orienting these dynamics toward the fulfillment of the goal. In this case, the emergent self-organization will tend toward the realization of the envisioned future state. 

Multilevel leverage 

An interesting property of these cognitive multilevel webs is the fact that the whole system (here, a SeCo) may be modified by acting on any of the implied levels. (Of course, I’m talking here about inter-influences between levels, and not strict causality.) It is well documented by psychosomatic and psycho-neuro-immunology research, that a given illness can be cured, or strongly reduced, through various kinds of curative action—biochemical (drugs), somatic (surgery), psychological (counseling), psychoanalytical (analysis), or mental (understanding, meditation, visualization). The myopia of purely causal outlooks, intent on pinpointing ‘real’ causes and effects, and referring uniquely to the biochemical levels, has greatly delayed our understanding of the systemic organization of the mind-body-psyche. Just in terms of healing and medicine, we may reap great benefits from working with a multilevel-web framework—by choosing, for example, the best strategy for a specific health problem. 

To conclude, when it comes to the mind-body-psyche, we are dealing with evolving, self-organizing networks, each involving an unfathomable number of simultaneously interacting processes. These networks may contain, in the midst of their complexity, simpler sub-sub-systems such as circular causality systems or cause-effects mechanisms. However, at the SeCo’s global level, we have interlevel adaptation, cooperation and co-evolution of interwoven sub-networks. Thus, we have to shift from the concept of causality (and determinism) to the concept of inter-influences in a multilevel web instantiating emergent self-organization. Similarly, we have to discard the concept of hierarchy—which amounts to vertical causality running between levels—and shift instead to the concept of a multilevel system exhibiting dynamical, labile, and spontaneous connections between sub-networks. 

2. COMPLEX SOCIAL WEBS

Let us now consider a complex system, such as those found in most interpersonal and social situations, that is, a multilevel social web involving complex multidimensional interactions between cognitive systems. These are the systems instantiating dynamic interactions referred to by Von Bertalanffy in the citation above. They are also the ones referred to as webs by Sally Goerner (1999) in her study of complexity, as well as the ones I referred to as collective-SeCos in my cognitive theory (Hardy, 1996, 1998). 

Let us, for the sake of understanding, imagine a group of five adolescents going camping, overnight, at a resort. We may state some characteristics of this interpersonal system. Each person, being a multilevel cognitive system, experiences simultaneous and interacting cognitive processes, belonging to different levels—feelings, sensations, fantasies, desires, intellectual and abstract ideas, reasoning, perceptions, actions, etc. All these processes within the individual interact with similar or divergent processes in the cognitive systems of the other members of the group. Henceforth, the social web embeds the multilevel organization of its members and carry on their multilevel connective dynamics.

Let us now examine the properties of social systems of the web type. They imply:

· inter-influences and creative agency: each participant is a potentially creative, free (undetermined) agent. However, each participant is influenced by the others and influencing the others. There are inter-influences, rather than deterministic control. As the system involves many choices and decisions, the development of the interaction is a co-creation reflecting the disordered, divergent, and intertwined influences going on between people in the group.

· fuzzy organizing factors and goal-directedness: the webs are open systems, influenced by a range of organizing factors that are either internal (intention, goal), or contextual/environmental (e.g. social context). There is no strict determinism on the evolution of the situation. There exist goal-directed, teleological, processes, acting as one set of organizing factors among others. 

· multilevel synergy and feedback: each participant’s psycho-mental processes—whether sensing, feeling, thinking, acting or behaving—are constantly modified in real-time by their interactions with the others’ psycho-mental processes, all levels interacting simultaneously. There is a constant, real-time, feedback from others (through behaviors, words, body language, etc.), or from the physical environment. These outside influences may either be loose and disordered (as in the camping example), or tightly channeled (e.g. a problem-solving group).

· web-like environment and co-evolution: the environment is itself multilevel and complex. It displays an interweaving of nested systems such as a social context (the resort) within a natural context (the park). Thus, the concept of “levels of exo-contexts” (Hardy, 1998). Similarly, Bunnell (1999b) refers to the environment or medium as “complexly intersected webworks of systems.” Thus inter-influences take place between the web and the environment in the sense that the social system co-evolves with its physical environment (e.g. state of the fire, rising of the moon, etc.)

· emergent self-organization and global reorganization: The interactions and the congruent actions build up through the immediate synergy of participants. The future situation, being self-organized, is therefore impossible to predict with accuracy—only some trends and probabilities may be sorted out. At any point, the web of interactions may undergo a drastic modification and produce an emergent organization (e.g. two couples forming), or may altogether break down as a web (they all quarrel and go their own way). A particularly strong event can even bring forth a global reorganization (they decide to merge with another group). 

· multi-self-reference: the system does not show monolithic self-reference or a unique feedback process—as we have an interacting group of agents. Rather it is multi-self-referential: each person refers to oneself (use of “ I, ” awareness of self) and while making reference to another person (“Why do you say that?”) induces self-reference in the interlocutor. I thus propose the system has N² dimensions of self-reference. N being the number of agents/participants, and the square of N representing each agent’s construction/vision of the group’s reality—“ we ” and “ us ” meaning something quite different for each person.

To conclude, in sections one and two I have shown that multilevel webs, such as cognitive and social webs, exhibit “inter-influences,” that is, creative self-organization and dynamical evolution through the cooperation and co-evolution of processes. In the next sections, I will argue that inter-influences are fundamentally non deterministic and reach beyond causal mechanisms. In section three, I analyze the genealogy of the principle of reason and the principle of causality and  then discuss causality in modern science. In the fourth section I propose that multilevel webs render a formalization by causality irrelevant. Finally, in the fifth section, moving beyond determinism, I introduce the concept of plural self-reference as a way to ground the existence of free-will. 

3. BEYOND CAUSALITY AND DETERMINISM 

Philosophical underpinnings

In the fourth century B.C., Aristotle (Physics, II, 194b; Metaphysics H4, D2) proposed four types of causes: material causes, arising from materials and their properties; efficient causes, arising from the actions of materials on each other; formal causes, arising from the form of things; and final causes, arising from intentions and goals of subjects, or from the influence of an organism's adult form on its development.

For over two millennia, any discussion of causality derived from Aristotle’s analysis. However, with the rise of science the four types were reduced to the efficient and material types of causes. These dominated Western thought from Descartes onward, and throughout the 17th and 18th century. Their influence then declined within modern science, at least in principle (Kuhn, 1971). 

The principle of causality was posed by Plato in Timeus in the statement “Everything that is born is necessarily born through the action of a cause.” He called ‘poiesis’ the cause by which something was thus born, a term that meant artistic production, creation. It was only in the 17th century, at the dawn of modern science, that the principle of causality (as well as the principle of reason) was reformulated by Leibniz, “Nihil est sine ratione seu nullus effectus sine causa” (Nothing is without reason, that is, no effect is without a cause). The second proposition is precisely the principle of causality, while the first one is a short formulation of the principle of reason. In this sentence, analyzed by Heidegger (1992) in his work on the principle of reason, Leibniz assimilates the principle of causality to the principle of reason (the Latin ‘seu’ means ‘or’ in English). In his Monadology, originally written in French in 1714, Leibniz thus talks about the “principle of sufficient reason” (another formula) as a way to base the reality (and truth) of things in the universe, whereas “the resolution in particular reasons could get to an endless detail, given the immense variety of natural things and the infinite division of bodies” (meaning, material forms) (36). As an example he cites the “infinity of past and present figures and movements” that make up the efficient cause of his present act of writing, and similarly the “infinity of inclinations” that make up its final cause. Leibniz thus shows the infinite regress to which causality is bound when applied to the relation between things. He then extracts the concept of a plurality of anterior “contingents”(37) (which we would now call ‘contingent conditions’) and is thus led to pose the sufficient reason of a phenomenon as being “outside the suite or series” of its contingents. 

Thus, basically he states that the sufficient reason of all things is “the necessary substance,” the “source,” “God”(36), or “Being” (30)(that is, our objective reality minus its limitations, and considered with all its possibilities (41). Heidegger concurs with Liebniz, in stating that the principle of reason ultimately points to Being (“Sein”) as an ultimate ground (“Grund”) for all things. Thus, causality is seen as a two-way linkage process which, going backward to the source reaches Being, and, going forward is immersed in endlessly growing detail and complexity of contingents. 

Both Liebniz and Heidegger agree also in viewing causality as a specific relation among numerous other types of relation between things. Says Liebniz about “Universal harmony,” “This connection or accommodation of all created things to any other one, and of each one to all the others, makes that each “simple substance” has relations (“rapports” in French) that express all the other things”(56). This definitely suggests both a principle of relatedness, and a truly complex concept similar to holography. Both are outstanding concepts that reach far beyond the realm of causality and cannot be assimilated to it, in any straightforward way. He also speaks of “The connection of all matter within ‘the totality’ (“le plein,” 62),” “This renders all matter being linked” (61). Heidegger expresses this clearly when he states that the Greek term “logos,” the ultimate ground, which was translated in the Latin “ratio” (reason), can also be understood as the Latin word “relatio,” relation, link (chapter 13).

Interestingly, Liebniz developed a concept of mutual influences that reaches beyond the simple duality exposed in cause-effect mechanisms. He states, “Between creatures, actions and passions are mutual”(52). He then goes on to explain that a creature is both active and passive, in that this creature is the reason-to-be of another creature, while simultaneously its own reason-to-be dwells in the other. This logic seems to pose a third term beyond cause-effect duality. It contains the interaction and mutual influence of the two terms. 

Causality in modern science

Let us now turn to the way causality is viewed nowadays. As soon as one begins to scratch beneath the surface, causality turns out to be a real headache, insofar as it evokes in philosophers and scientists widely different perspectives. The reason for this disparity could well be that the concept of causality is profoundly tied to scholars’ ontological positions (Fafournoux, 2000).

There is wide agreement on the conditions necessary for a mechanism to be considered causal in the classical sense(i.e., efficient causality, in Aristotle’s terms. As stressed by several researchers (e.g. Lerner, 1965; Freeman, 1999), there are four necessary conditions to refer to efficient causality: Asymmetry (A causes B implies that B does not cause A); Invariant reproducibility of the effect (given identical cause and system); Unidirectional temporality (the cause precedes the effect(feed-forward mechanism); Contiguity in space between cause and effect. Thus, strict causality exhibits one-way deterministic and sequential action from one object on another one. In addition, I would like to point out that, in such a framework, the causes are not internally modified by the feed-forward process they trigger. 

There is also some agreement that science, for the most part, implies noncausal types of explanation. For example, in mathematics and physics equations are symmetrical (apart from thermodynamics) and consequently do not present the necessary condition of asymmetry. Many equations embed interdependency, that is, each factor is functionally related to another one (perfect symmetry). Moreover, when applying a law or using an equation, a set of initial conditions has to be taken at instant T (the initial state of the system), to calculate the modification of the system at T+1(a fact that shows a continuous process of change in open systems, and henceforth dilutes the possibility of pointing to ‘a’ cause (or set of causes). While the positivist position holds that the whole system has to be considered the cause, most scientists find rather irrelevant to refer to the concept of cause. 

Furthermore, in open systems, one is confronted with an infinite regress of the causal factor. There are always more antecedent causes that can be invoked (Kuhn, 1971; Halbwachs, 1971), a fact already stressed by Leibniz. Consider for example a closed electric circuit connected to a bulb, and ask yourself - what is the cause of light? Is it closing the circuit, or the battery, or the whole circuit, or the flow of electrons? When causes seem to be exhausted on one level, then another set of causes are revealed at an underlying level, and the explanation shifts for example from ‘electrical circuit’ to ‘a flow of electrons’ (Halbwachs, 1971). 

Finally, there are domains of science in which the explanations are not only noncausal but show a departure from classical determinism, such as statistical and probabilistic domains, quantum theory, etc.

Following the empiricist Hume, many think causality has no objective ground, that it is based on a “habituation” stemming from regularities in mental experiences themselves. In a slightly different way, Piaget (and genetic epistemology) view the concept of causality as grounded in subjects’ physical actions, in that it is developed when children experience their ability to move objects around (Halbwachs, 1971). Hume concluded that we would be better off ignoring causality(a perspective shared by Bertrand Russell, who calls the law of causality “a relic of a bygone age, surviving like the monarchy” (cited by Lerner, 1965). Simon (1965) finds the concept of causality useful, to the extent to which it is defined in a strict, limited, sense (as asymmetrical relation), and used only in this limited way(a view I share, albeit for different reasons. Kuhn (1971) distinguishes between a strict, restricted concept of causality as efficient cause (grounded in an “initially egocentric notion of an active subject”), and the larger concept of ‘explanation’. However, he says, “the restricted concept of cause is often taken as the fundamental one, and this larger concept is then put in conformity to the first one, which often ends up in doing violence to it.” To which he adds, “Nothing is gained, and quite a lot of linguistic artifacts are created when we declare such explanations to be causal”(basically because once they are given, just anything could be considered a cause.

There also seems to be some agreement among scientists that, while science for the most part is not concerned with causality, the discourse of scientists and lay persons alike is ridden with causal expressions that seem to refer to rather simplistic causal views. Says Nagel (1965), “Though the term (cause) may be absent (in research papers and treatises), the idea for which it stands continues to have wide currency.”

How is it, then, that causality is so neatly discarded in orthodox science and academic writings while overflowing in loose discussions(as if it dwelt in the mind as an implicit assumption? The answer to this question can be looked at from two different perspectives. The first one is to acknowledge the pervasive influence the mechanistic paradigm has had on our way of thinking for more than three centuries. The Cartesian and Laplacian universe was thought to be a well oiled machine, objects moving other objects according to strict causal laws(fully deterministic and predictable. The second one is the way the concept of causal agent (able to move objects around, to have an influence on the world) seems to be linked to causality between objects. Without sticking to the letter to Piaget's genetic explanation, there is definitely a mixing between the concept of causal relations amongst objects, and the concept of being an effective agent. There is all too much the feel that an implicit belief in causality exists as a (bizarre and erroneous) way to pose and maintain one's own status as a causal agent(a belief that could take the form, “Only if the world shows regularity and therefore causality, may I control it and thus make what I want of things." 

The intricate relation of a deterministic framework with the drive to control has been stressed by researchers such as Goerner (1999). However, this drive to control the world (or more precisely having things the way we want) needs not take the sole form of a command or a violent intrusion into natural systems. It could be based on ‘soft influence,’ a way to influence nature without violence and disrupting intrusion. Indeed, cooperation, synergy, and empathy may be much more potent ways, and in the end would certainly prove to be more lasting. Gardening would be a good example of a soft influence on natural systems(involving cooperation(in order to bring these systems more to our liking while respecting nature and the ecosystem’s balance. 

Moreover, the belief that causality is necessary to ground a causal subject seems preposterous, because a fully deterministic universe is one in which freedom and free will are not allowed. Let's note here that the tenants of a stochastic view(e.g. whereby the evolution of species is brought about by random mutations, and life and consciousness are fortuitous outcomes—hold that their framework grounds human freedom. However, in a purely random universe, neither control nor free-will can possibly exist. In order to have free will, we need both regularity and randomness. On the one hand, in order to understand the world or act on it we need to extract regularities and patterns from phenomena. On the other hand, free will depends on a certain looseness and fuzziness in mental and natural processes. It needs areas of chaos and undefined borders, fluidity and complexity, reality as a loose net(so that it may construct and implement its own organization, and change the antecedent order of things. 

Lastly, we are all too prone to equate lawfulness and regularity with causality. However, there is some agreement among scientists in viewing causality as only one type of lawfulness, or regularity, that can be extracted from complex phenomena. Other known types of regular relations between forces or systems that are often proposed include, for example, functional relations, statistical regularities, category grouping, topology, etc. Some scientists also consider purposive and teleological dynamics as examples of noncausal regularities(noncausal in a strict sense, albeit related to Aristotle’s final cause. 

To conclude, I would like to stress that we often identify causality with the very concept of explanation. In so doing, we largely exceed its explanatory power, and its potential in terms of formalization. We act as if the diverse causes evoked to explain a phenomenon (e.g. an economic or political crisis) give a complete account of it(when in fact they are generally just a set of contingent conditions found in the immediate and proximate context of the event, that do not give any grasp of the complexity of this event. In fact, what appears to our eyes as a dramatic event is a distinct emergent out of an ongoing and fluid web of interactions. To understand complex social events, we would be better off trying to map a constellation of interacting forces and the diverse levels implied (the multilevel web) (See Hardy, 1998, chapter 10). Additionally, it would be crucial to figure out its general organization of meaning, stemming from the signification the event takes in a particular social context (a group, a time, a place), which itself lies within a larger context (e.g. world economy and politics, globalization, etc.). Each semantic and political group (domain of science, interest group, party, etc.) will have a differentiated semantic map to understand the event, that will be based first on the concepts, values, and aims of that group; second, on the specificities of individuals making it up; and third, on past experiences, and the collective interpretation given to them. This collective map is what I call a logical field(the term ‘logic’ being used here in the broad sense of a specific organization of semantic links. For example, the logical field underlying all political events in the United States is the two-party logic(the basic duality of a two-party political life, and the near-obligatory adoption of one pole by citizens. Basically, American political life shows a dual logical field, each pole with a sub-attractor presenting the values, modes of thinking and modes of action of each party (third-parties being more like an anomaly, for the time being).

Teleonomy, feedback, and retrocausality

Some scientists have begun to challenge classical causality’s explanatory monopoly (Freeman, 1995). While science, to date, has dealt with just efficient and material causes—i.e., those which seemed to fit with the overarching principles of reductionism(in recent years though, theories implying Aristotle's formal and final causes have begun to appear. Organismic approaches, emphasizing the importance of the whole in living or inanimate systems, are evoking explanatory principles closer to formal causes than mechanical ones. For example, David Bohm (1980) proposes that the structural organization of the quantum field—as a universal field(is what creates the nonlocal interconnectedness between isolated particles. For Bohm, the whole landscape of interference patterns (including the experimenter and the measuring device), is what determines the “dance of the particles.” Such organizational principles or forces, which are not locally and mechanistically defined, should be understood as formal causes. 

Teleology, or explanations based on final causes, probably constitutes Public Enemy No.1 for reductionistic science. Whether discussed in the context of dualist interactionism, idealism or vitalism, its entry in the hallowed temple of science has been blocked by rows of menacing signs and barricades. Recently, though, teleology has managed to tiptoe its way back into the temple by taking on a somewhat more moderate guise, teleonomy. This concept has proven to be of such value, we now all wonder how we had ever managed without it. We largely owe its discovery to a troublesome issue in artificial intelligence circles, that is, trying to solve combinatory problems. The earliest attempts here relied on brute processing force(seeking to calculate all possible next moves for each step. However, in complex games like chess, the sheer number of possible combinations would take an enormous amount of processing time. Eventually, a retro-propagation approach was devised—calculating the quickest and most efficient path backward, from the goal to the actual configuration. Chess-playing computers utilizing such approaches quickly rose to new heights, but teleonomic procedures turned out to be powerful tools in domains well beyond chess. Teleonomic processes are now widely used in artificial intelligence and neural nets. In particular, whenever the final state of a system, or the solution to a problem, is known in advance, but the intermediate steps remain unknown, it is appropriate to use a procedure in which current events are guided by future outcomes. Some neural nets, for example, operate by retro-propagation, comparing, at each step, the current state with the final one, looking for the shortest route from the desired final state to the current one. 

Reminiscent of teleonomic procedures, feedback is also a retroactive process which lies beyond classical causal representations. The concept of feedback was first introduced in cybernetic systems, enabling control of a system's state by controlling of the variables which produce that state. Information about the current state of a fluctuating system is fed back to a control-system in order to adjust the variables generating the state. A simple example is a thermostat regulating the temperature of a heater. On the basis of feedback, the retroactive loop permits a real time adaptation of the system to a continuously changing context. 

While such feedback loops are widely used in advanced technological applications, their dynamics are most crucial to living systems. As we know, homeostasis—involving a negative retroaction—is the main regulatory process found in biological systems. Karl Pribram (1991) views the interaction of two biological systems that support a homeostatic process as showing a reciprocal or circular causality evolving in a given time frame. As an example, he mentions the way in which the ratio of CO2 in the tissues commands the neural control of breathing, yet is itself determined by the latter. 

In neurobiology, retroaction has been evoked by scientists such as Edelman, Pribram, Freeman, etc., while in cognitive sciences, it has been consistently utilized by researchers developing the concept of autonomy and self-organizing systems, such as Atlan, Morin, Maturana, Varela. The concept of circular causality (cybernetic loop, circular organization) has been developed by several researchers in diverse ways, including Maturana and Varela’s central concept of autopoiesis, Ackoff (1994) concept of “circular organization,” Freeman’s (1999) proposed dynamics of awareness, Pribram’s (1991) reciprocal causality, etc.

Of course, one might question whether concepts such as teleonomy, feedback or circular causality really introduce a totally novel conception of causality, or whether they just call for slight modifications. It is thus worth reviewing at least one group of theoretical developments which truly challenges the exclusivity of mechanical causation. 

Classical accounts of causal exchanges typically refer to a linear cause(effect sequence, invariably associated with a one-way present(future time-arrow. Yet, as early as the 19th century, Henri Poincaré suggested that retrocausality—associated with a reversal of the time arrow (future(past)— may be a direct consequence of the temporal symmetry found in most equations of classical physics. Later on, Richard Feynman introduced an analogous concept in quantum mechanics (QM). With his famous temporal zigzag he proposed that anti-particles could be considered as standard particles moving backwards in time (along a future(past axis). 

The American physicist Sarfatti advocates the possibility of information coming from the future, as does French physicist Costa de Beauregard (1975, 1985) who suggests that future-event information is carried by advanced waves, propagating backwards in time (i.e., along decreasing time values). Recognition of such a dynamic, Costa de Beauregard suggests, could account for some of the unexplained paradoxes of modern physics. For example, in the EPR paradox he shows that the nonlocal correlations between the two particles may be based on feynmanian temporal zig-zags. At the instant of measurement, information about particle B's (actual) state travels backward along the time-axis to the moment prior to the separation of the two particles, where it transmits the information to particle A. 

4. BEYOND CAUSALITY IN MULTILEVEL WEBS

Because of the complexity involved and their dynamic self-organization, events in a cognitive or social web are not deterministic—that is, following a necessary course once given causes are present. Nor are they fundamentally random, which would mean that no pattern of organization is governing their behavior. To the contrary, when web-systems self-organize, it means that they evolve, adapt and create new types of organization within themselves. 

In a complex system such as a social web, an entity (a person or a force) does not cause an effect on another one. Rather, all entities in the system interact and mutually influence each other. Talking about causality in a web is irrelevant, as too many entities are inter-influencing each other, and because all these interactions not only occur simultaneously but are modifying the very forces interacting. The numerous forces involved in a complex web of influences create emergent events and organization that, while modifying the evolution of the system, makes it less and less predictable. However, the novel organization does not appear randomly, because there often exist global patterns that harmonize the system as an organic whole and channels its evolution, or organizational trends brought about by the semantic field (such as values, goals, feelings, etc.). In other words, the kind of self-organization involved in webs is an ordering principle, a force creating order and organization in the universe out of the idiosyncratic dynamics of the systems themselves. 

Think of it this way, in order for causality to exist, not only the effect must follow the cause, but this effect cannot influence the cause itself or modify it internally. Yet, in a system where forces are interacting with several others, each force is internally modified during its interaction. Thus the evolution of the web is non-deterministic and open to change, and thus largely unpredictable. It could well happen in a web that a force would be modified before having had any effect, or even that it would be modified beforehand by the very force that it should have had an effect on. The way we may conceive of these complex inter-influences, is by paradoxical enunciations such as: 

· Causality: the flame (cause) burns the wood (effect)

· Web: The state of the wood modifies the flame before the flame can burn the wood

Let’s take some other examples. A manager wants to persuade a group of investors to back up his project. However, when he gets to the meeting place, just on seeing from afar that a particularly strongheaded political figure is unexpectedly attending, his upbeat mood is quite shaken and he senses that it would be judicious to tone down his speech. 

It would be baseless and totally irrelevant to say that the political figure “caused” the manager to change his speech. It is more accurate to state that when systems or forces (here people) come to interact in a web, all forces are modified by the very act of forming a web. This happens in a non-deterministic fashion, for the manager could have decided to make his point in a strong way, no matter what. 

A company organizes a team-building workshop to enhance team morale. Yet, at the opening of the workshop—and due to their expectations—staffers already have a higher sense of team relationships than, say, before the issue was raised. 

Here, the goal of enhancing team morale—the expected effect(has already changed the state of the system (the team) it should be influencing. Moreover, this happens before the cause (team-building technique) has been set into action. Note that the influence of the goal cannot be taken as a ‘final cause’, as it does not produce a definite and necessary final state of the system. The goal is just one of the factors influencing the web in a noncausal, non deterministic way. For example, if the goal was deemed politically incorrect by the team, they would not be positively influenced by it, but would rather oppose it. This alone shows that values in the team are an important factor modifying the way the goal is perceived and hence its influence within the social web. 

Furthermore, the emergent phenomenon cannot be the sum of the effects of all forces, given that some forces interact in a non-linear way. Nonlinearity—the ability of a system to show differentiated responses to constant forces—is a feature of many natural and psychological processes. An example of this would be, Vicente makes fun of Ian preparing the fire and everybody laughs, including Ian, thus raising the upbeat mood of the group. However, the third time this occurs, Ian gets angry, and this has a sobering effect on the whole group. Thus the repetition of an identical force (making fun), within the same system (the group), does not have always the same impact. 

Furthermore, let’s remember that, in open systems such as webs, a continuous incoming flow of forces participates in the real-time evolution of the system, and that these forces are themselves constantly modified by other webs of interactions (of which they are part). On the whole, free-flowing forces in a web are themselves interacting with contiguous or larger webs. 

As a consequence of all the above, there is no observable effect (or state of the system) which can be precisely retraced back to a specific cause (or set of causes). To put it another way, the same forces influencing each other in a complex web, with identical initial conditions, will not necessarily and invariantly bring out the same evolution of the system. Therefore, causality is not maintained in such a system, and emergence has to be understood as a proactive (systemic) force, and not as an effect of multiple causality or a feed-forward process.

Thus, systems reaching a certain threshold of complexity—namely social and cognitive webs—show a breakdown of causality and exhibit instead multilevel inter-influences and co-evolution between entities and forces, as well as emergent self-organization leading to novel global states. 

Autopoietic systems, self-organizing systems 

The formalization of autopoietic systems—developed by Humberto Maturana back in the seventies, and then in collaboration with Francisco Varela—has been seminal in changing the scientific outlook on living systems. Autopoiesis is the constitutive and dynamic property of a living entity enabling it to recursively recreate its own “unity as a closed network of productions of components.” (Maturana, 1999). It is a concept that underlines the circular dynamical organization of living entities. 

Autopoietic systems, according to Maturana and Varela, are systems which are able to maintain their self-identity, their internal organization, notwithstanding their interactions with their milieu. Given perturbations arising from the environment, they will recreate their own organization, their optimal state. Furthermore, as the system exhibits self-correction of perturbed processes, it definitely instantiates self-reference, i.e., it acts on itself. Autopoiesis seems to imply that the system “knows” it’s own optimal state in order to recreate it. This knowledge will take the form of embodied cognition (“enaction”), that is, both a knowing and an acting. The maintenance of this optimal state, however, is internally driven, not externally imposed, as in some cybernetic systems. This entails, as Maturana (1999) points out, a “structural determinism.” The system is not free-wheeling or discovering a new structure or organization, unless it is pathologically dysfunctioning, or unless its autopoietic dynamic—its capacity to recreate its own identity—is collapsing. 

While Maturana started his theoretical work with the basic concept of “circular organization,” and related it at first to a circular causality (“closed causal circular process,” 1980, p.9; written in 1970), it is quite clear that he quickly distanced himself from causality. Thus he explains in his 1980 preface, “I submitted to the pressure of my friends and talked about causal relations when speaking about the circular organization of living systems. To do this was both inadequate and misleading.” 

As well noted, autopoiesis points to dynamics of self-organization, which—constrained by the structural determinism of the system—act more in the way of homeostasis and self-maintenance. To quote Maturana, “This circular organization constitutes a homeostatic system whose function is to produce and maintain this very same circular organization…” (1980, p.9)

However, in other scientific domains, the concept of self-organization is used in a sense that implies more than just re-creation of the system’s structural identity and self-maintenance of an optimal state. In the framework of complex dynamical systems (chaos theory), self-organization implies the creation of novel organizations and global orders—that is, a process of emergence. In Prigogine’s view, for example, constant modifications of control variables in far-from-equilibrium states provoke bifurcations of the system and the creation of new global orders (Prigogine & Stengers, 1984). The most striking feature of chaos theory is its ability to account for the creation of novel organizational states through the interaction of forces. Many psychological processes are nonlinear and display instability, thus exhibiting dynamics at the edge of chaos—a minor change of parameters may lead the system to bifurcate, that is, to undergo a modification of its attractor (Abraham et al, 1990; Abraham & Gilgen, 1995; Guastello, 1995; Hardy, 1997b). In the study of complexity, self-organization is also intrinsically linked to emergence (Lewin, 1999; Goerner, 1999). Finally, Kauffman and Sabelli (1999) found in their research on the heart a new type of self-organization, they called Bios, “characterized by the continual generation of novel patterns.” As there seems to be some confusion between these two basic aspects of self-organization, let me call this latter process emergent self-organization. Indeed, Varela’s work has shown a tendency toward the complex dynamical systems’ framework, which he integrates fully in his 1999 article. Already, his concept of evolution by natural drift (Varela et al, 1991, p.197) implied self-organization as an emergent.

The specific (nonunique) trajectory or mode of change of the unit of selection is the interwoven (nonoptimal) result of multiple levels of subnetworks of selected self-organized repertories.

Emergent self-organization is what complex webs of interaction exhibit. In social webs, complex and multilevel interacting forces bring about a constant modification and evolution of the system, which may trigger a radical change in its global organization and structure. Radical structural reorganization may thus stem from within the web, as when voters select a new president, or when somebody adopts a new worldview or converts to a new faith. We must remember that individuals constituting a web are themselves complex cognitive systems comprising various organizational levels. All these levels are simultaneously activated during interpersonal relationships and exchanges. Some processes, like sensing, thinking, and feeling, are extremely labile, constantly changing not only their attentional object, but also their internal dynamics and their organization. These labile processes lend the web its extreme flexibility, lability and evolving nature.

Environment and goal as co-influencing forces within the web 

According to Maturana’s (1999) strict definition of the concept of “operational closure,” the environment acts only as a source of perturbations and energy “flow.” Thus autopoietic systems do not take any direct influence, input or command from their milieu that could interfere in the way they devise their internal structure/organization, “[An] external agent can only trigger in the living system a structural change determined in it,” (Maturana, 1999). Even while describing “congruent changes” between the living system and its medium, Maturana (1999) poses that this can happen only insofar as the structural identity of each coupled system is not endangered. Similarly, in terms of interpersonal relationships, Maturana views the “structural coupling” of two autopoietic systems as entailing not so much a direct influence of one upon the other, but rather a selection, by each system, of one of its internal states appropriate to the interaction. “It behooves to the interlocutor to choose where to orient in his cognitive domain as a result of a linguistic interaction” (Maturana, 1970-80)

Varela’s position on the environment’s influence on cognition is more nuanced, as he sees coupled systems as co-dependent and co-evolving, and cognition as embodied, built up through a perceiving/acting in the world. Thus, “World and perceiver specify each other” (Varela et al, 1991, p.172); “Knower and known, mind and world, stand in relation to each other through mutual specification or dependent co-origination.” (ibid. p.150). He states explicitly (ibid. p.197) that “the opposition between inner and outer causal factors is replaced by a coimplicative relation, since organism and medium mutually specify each other.”

My own position on the matter is that, regarding social and cognitive systems, we must allow for a definite influence (albeit not a command) of the environment on the system’s state, bringing about a continuous modification and evolution of the system (Hardy, 1997a, 1999). Indeed, we must go as far as to allow for global reorganizations or thorough structural modifications of the system. The examples abound. By staging a coup d’état, political figures outside the government (taken as a system) step in and thoroughly change its political agenda, as well as government rules and organization. Or, to invoke more subtle influences, the invention of a new technology, as intranet, allows the staff of large companies to gain immediate access to loads of data that would have been previously impossible to gather, thus totally changing the working structure of the company. I thus concur with Mae-Wan Ho’s view of Evolution by Process, “Organism and environment are interconnected from the genes to the socio-cultural domain… [they] engage in continual mutual transformation.” (Ho & Fox, 1988, p. 141)

I thus propose that, when analyzing social webs, factors pertaining to the environment/context be taken as forces acting within the web (not causally, but connectively), insofar as they are concurring to the co-creation of emergent states. I am suggesting that this is analogous to the goal (or intention, or envisioned state) acting as a co-creative force(it has to be treated as an internal force and not as an input into the system (as in neural nets formalizations). Therefore, in social multilevel webs, both the goals (intention, desire, needs), and the environment (levels of context), have to be taken as co-influencing forces in the web’s evolution (Hardy, 1998). 

5. PLURAL SELF-REFERENCE IN MULTILEVEL WEBS

If we were to formalize multilevel webs as implying inter-influences only, we would certainly be able to account for non-deterministic, ongoing changes in the web, as well as for their unpredictability. However, we would not have accounted for the kind of coherence we find in cognitive systems. This coherence does not amount to homogeneity, or to completeness (in the sense of a logical system). Rather, it must be understood as a process stemming from a mental need for coherence (as mentioned earlier), reducing cognitive dissonance. The human mind exhibits a will to cohere (to create coherence within itself) in order to reduce the large disparity and even contradictions existing within the cognitive web (the semantic lattice). Indeed, it is not enough to include goals and intentions as organizing factors in cognitive web-systems, for these factors would not be able to trigger an internal change, a modification of cognitive organization, without a process of self-reference. 

Self-reference is an internal process. It is the way a cognitive system can refer back to itself, and in order to do so, it needs a lack of homogeneity and a multilevel organization within the mental architecture. A one-level homogenous system cannot exhibit self-reference, as this dynamic necessitates pluralism, in terms of coherent self-organized modules. A classical representation could use a split between the self (the ego) and its objects of attention. However, such a formalization in terms of a one-piece, homogenous, ego would not account for the very diverse perspectives a person may have, depending on her/his state of consciousness (well analyzed within transpersonal psychology). 

Now, if we abide by a modular mind architecture, these modules need not be hierarchically organized, with the top one being causal. In Semantic Fields Theory, self-reference is grounded by the multiplicity of SeCos (as semi-autonomous sub-systems dedicated to a task) and by the multilevel web-interactions that take place within and across them. SeCos are not hierarchically organized, but whenever one of them is naturally activated, given the task at hand, it takes precedence. Depending on which SeCo is presently activated (in the flow of consciousness and attention), individuals find themselves in a certain mindset, a state of consciousness having particular characteristics. From this SeCo/state perspective, the person can then analyze any other SeCo. For example, while being in the activated SeCo of a professional goal, an individual can analyze her personal and social achievements in reference to that goal, and thus come up with plans to reach that goal. Or, experiencing a spiritual state of consciousness (e.g. being in the SeCo of meditation), somebody may suddenly judge his own daily goals and values in light of that state, and decide to change them. Or, in a playful, comic, mode, a person can make fun of some of her own behaviors and take some distance vis-à-vis a part of herself she finds lacking. 

Thus, in Semantic Fields Theory, self-reference is neither just an abstract idea, nor a uniform process. To the contrary, it is a very complex, pluralistic process, that implies multiple perspectives on oneself and opens up a world of possibilities. In fact, plural self-reference is the backbone of our capacity to improve on ourselves, to grow in personal development, inner strength, and spiritual knowledge. 

Plural self-reference acts conjointly with plural allo-reference(the latter being a way to receive and check feedback from the others and from the world, and to assess our connections with the human and natural environment. Thus, there is a continuous double process of self-reference and allo-reference, each one being double in itself. Self-reference is primarily centripetal (looping in on the SeCo) but it projects its internal organization on external reality. Allo-reference, to the contrary, is primarily centrifugal (checking the environment) but it projects back its information on the activated SeCo. This double eight-shape dynamics can take any color, any perspective embedded within the activated SeCo. Its action is to loop on itself and take another SeCo as its attentional object, putting it under scrutiny, understanding its workings deeper, or deciding to change it, creating a new organization for it. For example, this is the way in which we may be able to modify some of our behaviors, using a positive thinking technique,. 

Thus plural self-reference is a crucial feature of cognitive systems, as it offers the possibility of truly modifying voluntarily the inner organization of our semantic lattice, our MBP system. Self-reference, then, is a fundamentally noncausal and non-deterministic, process. It grounds the way a SeCo (with its semantic landscape of values, goals, and heuristic knowledge) will respond creatively to information coming from others, from the environment, or even from another SeCo(to the point it can decide to change its own internal organization. With such non deterministic dynamics, the human mind can, indeed, exhibit free-will and creative self-organization. 
CONCLUSION

To conclude, in a multilevel web, the variety and the complexity of forces interacting simultaneously across different levels lead to dynamics of inter-influences between connected elements/processes, that reach beyond causality. These inter-influences instantiate emergent self-organization, and allow for cooperation and co-evolution of processes, as well as global reorganization. In a modular mind architecture such as the SeCos’ one, the plurality of semi-autonomous cognitive networks instantiates plural self-reference and allows for free-will and creative self-organization. The multilevel web unique dynamical and organizational properties are the ground for the continual evolution of complex cognitive systems, and allow for mental processes such as intention and will, creativity and innovation. 

_______________________________________________

back to the page: Papers download
back to: Semantic Fields Theory
Home
_______________________________________________

REFERENCES
Abraham, F. (1993). Book review: Chaos in brain function, edited by E. Basar, in World Futures. 37:41-58.

Abraham, F., Abraham, R., & Shaw, C. (1990). A visual introduction to dynamical systems theory for psychology. Santa Cruz, CA: Aerial Press.

Abraham, F.D., & Gilgen, A.R. (Eds.) (1995). Chaos theory in psychology. Westport, CT: Praeger Publishers.

Ackoff, R.L. (1994). The democratic corporation. New York: Oxford Univ. press. 

Bohm, D. (1980). Wholeness and the Implicate Order. London: Routledge & Kegan Paul.

Bunnell, P. (1999a). Attributing nature with justifications. Proceedings of the 43rd annual conf. of the ISSS, Asilomar, CA.

Bunnell, P. (1999b). The biology of astrology. Unpublished manuscript.

Costa de Beauregard, O. (1975). Quantum paradoxes and Aristotle's twofold information concept. Parapsychology Foundation : Quantum physics and parapsychology.

Costa de Beauregard, O. (1985). On some frequent but controversial statements concerning the Einstein-Podolsky-Rosen Correlations. Foundations of Physics, 15, (8), 871-887.

Fafournoux, L. (2000). Personal communication. 

Freeman, W.J. (1995). Societies of brains: A study in the neurosciences of love and hate. Hillsdale, NJ: Lawrence Erlbaum.

Freeman, W. (1999). Consciousness, intentionality and causality. Journal of Consciousness Studies. 6:143-172. (Nov/Dec).

Goerner, S. (1999). After the clockwork universe. Edinburgh, Scotland: Floris Books.

Goertzel, B. (1994). Chaotic logic. Language, Thought and Reality from the Perspective of Complex Systems Science. New York: Plenum Press.

Guastello, S. (1995). Chaos, catastrophe, and human affairs. Mahwah, NJ: Lawrence Erlbaum Associates.

Halbwachs, F. (1971). Réflexions sur la causalité physique, in M. Bunge (Ed.), Théories de la causalité, Paris: PUF.

Hameroff, S.R., & Penrose, R. (1996). Orchestrated reduction of Quantum Coherence, in S.R. Hameroff, A.W. Kaszniak, & A.C. Scott (Eds.), Toward a science of consciousness. Cambridge, MA: MIT Press/Bradford Books.

Hardy, C. (1996). Théorie des champs sémantiques: Dynamiques de l'interprétation et de la création de sens. Biomath. 34(135). Paris.

Hardy, C. (1997a). Semantic fields and meaning: a bridge between mind and matter. World Futures. 48:161-170. Newark: Gordon & Breach.

Hardy, C. (1997b). Modeling transitions between states of consciousness: the concept of Nested Chaos. Presentation, at the SCTPLS annual conference at Milwaukee, WS. 

Hardy, C. (1998). Networks of meaning: A bridge between mind and matter. Westport, CT: Praeger.

Hardy, C. (1999). Complex semantic systems: understanding mind-in-the-world. Proceedings of the 43rd annual conf. of the ISSS, Asilomar, CA.

Heidegger, M. (1962). Being and Time. San Francisco: Harper. 

Heidegger, M. (1992).The principle of reason. Bloomington, Indiana: Indiana University Press. 
Ho, M-W. & Fox, S. (Eds.) (1988). Evolutionary processes and metaphors. New York: John Wiley & Sons. 

Kauffman, L. & Sabelli, H. (1999). Bios: creative organization beyond chaos. Proceedings of the 43rd annual conf. of the ISSS, Asilomar, CA.

Kuhn, T. (1970). The structure of scientific revolutions. Chicago, Illinois: University of Chicago press. 

Kuhn, T. (1971). Les notions de la causalité dans le développement de la physique, in M. Bunge (Ed.), Théories de la causalité, Paris: PUF.

Leibniz, G.W. (1992). Discourse on metaphysics and the Monadology. NY: Prometheus Books. 

Lerner, D. (Ed.) (1965). Cause and effect. New York: Free Press.

Lewin, R. (1999). Complexity: Life at the edge of chaos. Chicago: Univ. of Chicago Press.

Maturana, H. (1970-80) Biology of cognition (written in 1970), in H. Maturana & F. Varela, Autopoiesis and cognition, Boston: Reidel.

Maturana, H. (1999) Autopoiesis, structural coupling and cognition. Proceedings of the 43rd annual conf. of the ISSS, Asilomar, CA.

Maturana, H. & Varela, F. (1980). Autopoiesis and cognition, Boston: Reidel.

Mikulecky, D.C. (1999). Robert Rosen: the well posed question and its answer—Why are organisms different from machines. Proceedings of the 43rd annual conf. of the ISSS, Asilomar, CA.

Nagel, E. (1965). Types of causal explanation in science, in D. Lerner (Ed.), Cause and effect, New York: Free Press.

Penrose, R. (1989). The Emperor's New Mind. Oxford, England: Oxford University Press.

Pribram, K.H. (1991). Brain and perception: Holonomy and structure in figural processing. Hillsdale, NJ: Lawrence Erlbaum.

Pribram, K. H. (1997), The deep and surface structure of memory and conscious learning: Toward a 21st-century model, in R. L. Solso (ed.), Mind and brain sciences in the 21st century, Cambridge, MA: The MIT Press.

Prigogine, I., & Stengers, I. (1984). Order out of chaos. New York: Bantam Books.

Sabelli, H.C., Carlson-Sabelli, L., Patel, M.K., Zbilut, J.P., Messer, J.V., Walthall, K. (1995). Psychocardiological portraits: a clinical application of process theory, in F.D. Abraham & A.R. Gilgen (Eds.), Chaos theory in psychology. Westport, CT: Praeger Publishers.

Simon (1965). Causal ordering and indentifiability, in D. Lerner (Ed.), Cause and effect, New York: Free Press.

Varela, F. (1999). Present-time consciousness, in F. Varela. & J. Shear (Eds.), The view from within. Journal of consciousness studies. 6(1,2). (Special issue)

Varela, F. & Shear, J. (1999). First-person methodologies: What, Why, How?, in F. Varela. & J. Shear (Eds.), The view from within. Journal of consciousness studies. 6(1,2). (Special issue) 

Varela, F., Thompson, E., & Rosch, E. (1991). The embodied mind. Cambridge, MA: The MIT Press.

Von Bertalanffy, L. (1968). General system theory. New York: George Braziller.

Von Bertalanffy, L. (1967). Robots, men and mind. New York: George Braziller.

Wilson, M.A., & McNaughton, B.L. (1994). Reactivation of hippocampal ensemble memory during sleep. Science. 265:676-79.

__________________________________________________________

back to the page: Papers download
back to: Semantic Fields Theory
Home
� LRIP, Laboratoire de Recherche sur les Interactions Psychophysiques.








2

